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1. INTRODUCTION

In a sample survey, besides the main character under study,
information is generally available on a number of related characters
also. If the survey is of repeat nature, the information so obtained
may be utilised to improve current estimates of the character under
study. When the population values of the related characters are not
known, they may be estimated by resorting to double sampling. The
information so obtained may then be utiltised in obtaining improved
estimates of the main character under study. An illustration may be
provided by the sample surveys conducted by the Indian Agricultural
Statistics Research Institute (IASRI) for- methodological investiga-
tions into high yielding varieties programme wherein sampling units
have  been partially matched between two consecutive seasons and
estimates ore required to be obtained of the area under high yielding
varieties of crops as well as of the crop yields.

The theory of sampling on successive occasions developed by
Jessen [3], Yates [15], Patterson [6), Tikkiwal [11, 12] and others for
single stage units was extended by Kathuria [4], Singh [9], Singh and
Kathuria [10] and Tikkiwal [13] to multi-stage designs. Tikkiwal [14]
developed the theory of multi-phase sampling on successive
occasions with partial matching of units for the main and related
characters. Sen [7], Singh and Srivastava [8] and Xathuria [5] made
use of multi-auxiliary information in obtaining improved estimates
of the population character on the current occasion.

In the present study it is assumed that the population value of
the related variate .is not known. Using a two-stage sampling
design, by adopting a suitable replacement scheme for the primary
sampling units (psu’s) improved estimator of the mean of related
character has first been obtained. With further sub-sampling,
improved estimator of the mean of the main character under study
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has been obtained by utilising information available on it from the
previous occasion as well on the related variates.

We shall build (i) a linear unbiased estimator, (ii) a double
sample estimator, and (iii) a ratio-type composite estimator of the
main variate under study for sampling on two occasions and examine
their relative efficiencies.

2. REPLACEMENT PROCEDURE OF SAMPLIMG UNITS

Consider a population 11 consisting of N psu’s, the i** psu
containing M, second stage units (ssu’s). On the first occasion, a
sample of n psu’s is drawn on which the related variate X is observed.
Out of these » psu’s a sub-sample of #; units is drawn on which the
main variate Y is also observed. On the second occasion n,’ psu’s
out of 7 drawn on the first occasion are retained and a sample of ne’
units is drawn afresh on which the X variate is observed. Out of
the n, units for Y on the first occasion, a sample of m’ units is
retained on the second occasion and a sample of n2” units is drawn
afresh : these m2” units could be drawn either out of ns' units for X
on the second occasion or they could be drawn afresh from the
population. The selection of psu’s in the sample is done with
probability proportional to size with replacement (ppswr) on both
the occasions, size being the number of ssu’s within each psu. For
the selection of ssu’s we shall follow the method due to Cochran [1]
which suggests that if the i-th psu is drawn s; times then s, sub-sample
of size m each are drawn independently with equal probability and
without replacement from the i** psu, each sub-sample being replaced
after it is drawn. The ppswr scheme has also been used by
Des Raj [2] for sampling on two occasions using a single stage
sampling design. We assume that n’12>n;.  Broadly, we envisage the
following pattern of replacement of psu’s in the sample :

Ist occasion
X variate XXXXXXXXXn

L Yane e
Y variate XXXXXXX
i et 114
2nd occasion '
X variate XXXXXXX , XXXXXXXX
e ] f e —— N2
Y variate XxXx ., XXXX YXxxx ,

— 1 s 1172 OF (s N2
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3. NOTATIONS

- Letzy (z=y, x) be the value of the j-th ssu in the i-th psu and
Z, (Z=Y, X) the population mean on the t-th occasion. Let P; be
the probability of selecting the i-th psu such that

N N
Y Pi=1and let Mo= Y M.
i=1 i=1
M;
Let I S Y
tzi (Mi—l) 1) 13
j=1

be the variance between ssu’s in the i-th psu of the population. Also
let .
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=1 .
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for all
t#£t'=1, 2;
Z, U=y, X
and
Z,U=Y, X
and for
t,t'=1,2
when
zZFU=Yy, X
and
Z#U=Y, X.

4. LiNEAR UNBIASED ESTIMATOR OF MEANS OF X AND Y VARIATES

Consider first the x-variate. Let Xin)', X2ny’ @Nd Xiny', Xong' be
the sample means on first and second occasions based on ni'm and
n2'm units respectively and let #i» be the sample mean based on nm
units on.the first occasion. A minimum variance linear unbiased
estimator of Xs, the population msan of ¥ on the second occasion ,
may be written as

2 ]
X2=¢ml_ Fany’ +Rizg 0'1—: 09y (Eln—flnl’ )]+(1 — ) Fany’ ...(4.1)
where

¢_,,=nn1’( nz—n'g szm ) (4.2)

R4tz is written as Ry, when z=u and Ry, when t=#'. Consi-
der now the Y-variate. Let Finy". Yony” and 1.,”, Jony,” denote the
sample means based on m1” m, mx"m units on first and second
occasions respectively. We write a linear estimator of T, the
population mean of ¥ on the second occasion as

I A
g'Z:a (gl')ll” —‘?—ilnz”)_l"e ?72»1"+(1—e) 37'2"2"+g(.§—’2—52”2' ) ...(4.3) .

The conditions for 72 to have minimum variance are

Cov (§, Fim")=CoV ¥z, F1n,") - (4.4)
Cov (7, Gan,"}=Cov (7, 'y-ﬁnzf') (4.5
Cov (F,, X2)=Cov(7,, Fang') ...(4.6)

Two cases arise ; namely, (I) when »", psu’s for ¥ on the second
occasion are drawn out of n'z units for X and (IT) when they are
drawn independently from the population,
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CaseI: n's units for y sub-sampled out of n'y units for x.
On simplifying equations (4. 4) to (4.6) we get the values of a, e and‘
g as

a=—e[n"2 Rlz?/ 0'21//”10'114) T (4.7)A

2 Riany )]
711n1 llg 9 n
; 1— R )J—— R
[ nny” ny’ ( m® 1} m'ny ¢a 2y
ra

e o 27-1
% )T 09

Gay m nl’ ) ) nl;a
—_——— R . 1__ R2
5= ,at_.a,[ nn'y 2 n?

-
“‘( Rzmy——;—g— Riyp R12z,):|

Fomm’ n gz Y-_"
nny” ng" .n12 A2 nemy e

‘2 -\ 2T-
(RZW'—'_n“iT RlZm R]zzu ) :] .(49)

{

nl

1o
2111 ( R2mu -

The estlmator 4.3) takes the form
- Ya=e [Van,” +(Ragy 0'21//0'111) F1ny .—y1 n))]-+(1—e)

Ginryt8 (RatT, 1) wn(4.10)
and R ' '

V (§2)=CoV (§f2, Fen'y)

=(l—e) ‘721//" 28 ¢x RZcu Coz 0221/" 2 - (41)

When x and y are observed on the same set of unifs on both the
occasions i.e.

when
ni=n, n'1=n"1
and

nllz= n’a
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and if further it is assumed that

2 _ 3 a a

%p = Oop > Ctew = Ouy
such that
. .
3 2 2
G =0y +°'z-17= e,
for all
t=1,2; Z=y, X
and
2 . 2
Ootroy = R 9,
for
t#t'=1, 2 ; 2==y=y, x
= Ray azi
for
ZFu=x, y

then g, ¢ and g simplify to the following form :

a=—en'y Ry/n

nm' n;”
6=E7—%RL(“ﬁﬁ*wﬂ

> ..(4.12)

-(4.13)

n;n 2 n P n
P*F&”W%&K“n

oy | n2

g=£v‘ e Rey ( Rz—R; )]

= R, )2]"1 ..(4.14)

n.? . ‘a 271
l: l“nT R: . b R:z;( 1——%,&,) ] ...(4.15)

’
ny
where
-1
$o=nn', ( ny—n': R: )
The estimator ¥, becomes

V2=9L yzn'1+RZI (71111 _7111'1 )]

+01-9) T, +g f’a—xz,,zl) ..(4.16)

and

V @)=(1—e—g' 4 Rap) o2 [,

o (417)
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where

g'=g0:/0y.

Remark 1: When X, is known, we get

m’ n', -1
e=7( I_Riy)( 1"‘R2v—' n.a' R; )

and‘
n’® 2 2 _ onl® 971
g='——n2 R;ru Ru ( I—R‘w —nz R” / .
Writing
p=n's/n, A=n"y/n
such that
btar=1,

the optimum proportion of units to be replaced from first occasion
to the second is given by

() [(1- ) - V) (1re )]

...(4.18)
and the minimum variance is
- -1
Voun G = 1Ryt B )( 1-RE 2 B )2 [
-1
Fho o R, Rj( 1—R? —p? Rj) ooyt ..(4.19)

If there had been no auxiliary information, R,y=0 and the results of
the univariate case follow. It may be verified that with auxiliary
information, the optimum replacement fraction and the precision of
the estimator are higher than the corresponding values if there were
no auxiliary information. '

Case II: n"s units for y drawn indepsndently from the population.
In this case '
"Cov (gz"a”’ 'Egn2’)=0
and consequently
Cov (y‘znz”,jfz)=0.

The values of e and g (herein called e; and g,) become

[m( n,* 2 n%" ny'
Iel'— ” - P 'R].Z 73 ¢a.
ni m Y n,

. nz' 2%-1
( Rs.p— T Ri92¢ Ri2e ) ] ...(4.20)
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and

1 4

ny 2y ( ne
b Rgz — e—— R x .R12
nll 0% v n 12 xy

a1 n,? 2 \_ 1 n 9
[—nﬁ( 1— me Rlzy) — e $s
: ! " 21
( Rzzv— nni R12x ngwu) ] . (421)

It may be observed from (4.21) that so long as x and y are positively
correlated, g, will generally be negative.

gr=—

Assuming equality of sample sizes for x and y and (4.12) we
have

"

n n, 2 n 2

6’]_':':——' ( ]— —_ R?/ )'_‘ nfs l}sx qu”
1

n'y n2
‘ ! 211
( 1—"% Ry )] T .(422)
__ 1y oy (2 nf . ny oo
8= o R (1 n L )[n'l(l n? R”)
. nl: 9 _n_lz 271-1
e b Rw(l : Rz)—l . (423)
and . .

V (Jo)=(1—e1) Gi/nz'. .e(4.24)
Remark 2 : When Xz is known and writing p=ns'[n, A=m'[n we
‘get A ‘

-1
e1=7\[ 1—@2( R +R2')]
and

g1=—u( )[1 p.Z(R +R? )]’1
-1
U-om=l:1—/\/ 1—( R:y—{—R; [Rfy—*—Rf,]

Vopt (V2) = l:H-V R:+ R ]03/211.

For the univariate case and for single stage sampling when Pi’s are
all equal Ry, and R, become the population correlation coefficients
pzy and py and therefore '

pon=|. 1—A\/ (et +e3) J[oiﬁ p ]"-1 - (425)
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Vot (J2)= 1+V pw + o5 )] o) / 2n +(4.26)

This correspbnds to the well known case of sampling on two

and

2
occasions except that p;a is replaced by ( pfu +e, ) Therefore higher

correlations between X and Y will result in greater- precision of the
estimator.

5. DouBLE SAMPLE ESTIMATOR OF y ON BOTH OCCASIONS

In Section 4 we built the estimator y, without giving regard to
the fact that the m units for y on the first occasion were taken as a
sub-sample of the » units for x on that occasion, so that any correla-
tion between x and y on the first occasion was not taken care of., In
this section, we first propose to build a double sample estimator of y
on the first occasion and then a double sample estimator for y on the
second occasion by taking into account the matched and unmatched
units for x and y on both the occasions.

An improved estimator of ¥1, the population mean on the first
occasion may be written as

§1=71n1 +b,( Eln—flnl ) - ‘ (5.1)

where y14, , Zin; are the sample means based on m psu’s on the first
occasion on which both x and y were observed and %, is the sample
mean based on n psu’s on which x alone was observed and »' is an
unknown quantlty It may be seen that %1 is a biased estimator of
71, the bias'in V1 bemg given by [Cov (b, Z14)—Cov ', Einy )]
which will be neglegible if n is suﬂicxently large. The value of &’
obtained by minimising the variance of ¥ is given by ‘

"—‘[COY T ns X1 )—Cov (7.x7t1 » TV (-flnl )_V (fln)f'l
= Rl:u‘ ‘711/51!6

and _

Ao 1 g 1 1Y .2
V(71)=n_1 Oy~ (71_7) Ry, oill ~(5.2)

Based on matched units for y, an estimator of 7' » may be written as

22=g2h'1+B ( ‘:;]:1—‘171,.”1 ) ...(5.3)




58 JOURN\L OF THE INDIAN SOCIETY OF AGRICULTURAL STATISTICS

Assuming B to be an unknown constant, its value obtained by
minimising V (z2) is given by.

. 11 1 1\,
. Bz[(_nTl' I)RIEII'{'(—"E T)Rlxll Rlzn]

1 1 {1 1\ .2 1
o m — : ...(54
|:< ni m )+( n, n ) ley] o2y/01y 5.4

By taking into account the correlation of y with x variate, an
overall estimator of ¥a may be wtitten as

yea=w1Ze+(1—a1) yeu,” tB1 (Xi'z - :'ignz’) ©(5.5)

We shall assume that the n”, units for y on the second occasion are
drawn independently from the population, corresponding to case (11
of section 4. The values of «1 and 1 obtained by minimising

V (F24) are given by

ol 1 o2 M 'cz._éz I 1

1 1 ” 1
—{-(——_-—) ,Rlzz?l} ny—“n 2 ¢a: g n'1 .Rz"_laz.y

n n
1 1\ {1
_.('=’-1—1-—' —;l_) (3 ley Rle GIU— (_n_ll_ ___;’_)
; 271
K12z Ri2.y Uzy} ] ...(5.6)
~ _ n112 : _]_ : /1 B |
‘1_ sz o) [ n’]_ Rzzy O'Zy—(_n_l_ __n_)
BA R]xﬂRmy R’lzw G‘lz-/ —( an——’l’—) ngz ngzy Uzy] (57)

Under the assumption of (4.12), the values of 021, Bl simplify to

S U N ?25,1 1 1 1)
aq n"2 L n'l n112 B (_nT n )+('n_1‘ "T)

2 . s 2 1 1 1 *
R, —n"2 lﬁa;Rm,%E— (_ —‘——)[3 R,

- (—nll——%) R, }2]'1 .(5.8)
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iThe estimator ya¢ takes the form

. : .. 1 1\,
Yea=1 [‘Ea—n”z (Ray 0y/dz) { ( A —n) B R,

. 1] . 5 o , N
(W TI-) Re }](Xz x;,,.z )+< al) ygnx_;‘---(S‘-IO/

and its variance is glven by’
V(Y2d) (1—a) o, /n 2 , (5.1

We work out the relative “efficiency of yeq in relation to ye for
different values of n’s/m, n'2/n, Ry Ry and Rs and is given in
Table 1. In order not to involve the ratios of the type n"2/n't we
degress from the assumptlon of equahty of sample sizes for x and y
made earlier and only assume that m'i=n;. As would be seen
from Table 1 that-yo, is more efficient than ¥ for different values of
the parameters involved. The relative efficiency increases rapidly as
Ry increases and with inerease in R,y for higher values of R,,.

Remark 3:
Wheén X1 and X» are known, we get Vaq, ftops and Vpmin (F24)
equal to corresponding values of section 4, case II.
6. RATIO-TYPE COMPOSITE ESTIMATORS OF MEANS OF X AND y
VARIATES

.. We shall first obtain a ratio-type composite estimator for Xs
and utilise this estimator to obtain a ratio-lype composite estimator
for ¥». We assume that n’g units for y-on second occasion are drawn
independently from 1he populatlon correspondmg to case II of
section 4.

A ratio-type estimator of X, may be written as
Xor=PZ*+(1—P) %',
where
Z_*=(§2n 1/ X1’ 1) F1n

It may easily be seen that Xorisa blased estimator of X. 2, its relative
bias being

RB (XZR) P " 2 ( 1::/X — Rigg lef’zz/X X2)
where P obtained by minimising MSE (Xsr) is given by .

r2 ] :
n 2 2 N 2 9 ", ~1
=a %o [ 02034 E U, O™ ) U?®Ri2: 614 02,

Uy,=X3/X1




TABLE 1

Relative efficiency of the estimator y,; w.r.t. the estimator ys for different values of R.s Ray, Ry, n’ayn and n’yjnq

n’3/n=50 ) n'sfn=.75
Ry .
R,y ny"fn,=.50 ng"[n=.75 ny” [ny=.50 ny"(n,=.75
R, . ’
50 .70 90 95 .50 .70 .90 95 .50 .70 .90 95 .50 .70 90
.50 102 1.04 1.05 1.06 - 1.01 1.02 1.04 1.05 102 1.04 1.07 1.08 1.01 1.02 1.04
70 1.04 107 111 1.12 101 103 107 1.09 1.06 1.10 1.17 120 1.01 1.03 1.08
.50 .90 1.07 112 1.21 1.21 1.02 1.04 1.12 1.18 1.12 121 140 1.50 1.03 1.06 1.18
.95 1.08 114 1.25 1.30 1.02 - 1,05 1,14 1.21 114 1.25 1.51 1.66 1.03 1.07 122
.50 1.02 1.03 1,05 01 1.01 101 103 1.04 1.03 105 1.08 - 1.04 1.01 1.02 1.04
70 - 1.04 1.06° 1.00 1.12 - 1.01 1,02 1.06 1.08 1.07 1.12 120 1.23 1.02 1.04 1.10
.70 .90 1.08 112 120 1.24 1.02 1.04 1.11 116 ~ 1.iS  1.25 1,47 158 1.03- 1.07 1.21
.95 . 1.09 114 124 1.29 1.02 1.05 1.13 1.19 © 1.18 1.18 1.06 1.76 104 1.08 1.25
.50 102 103 1.05 1.05 1.01 1.01 1.03 1.04 1.04 106 1.10 1.12 1.01 L. 1.02 106
.70 1.04 1.07 1.10 1.12 1.01 102 1.06 1.08 1.08 1.14 124 1.29 1.02- 1.04 1.12
.90 .90 1.08 112 1.21 125 . 102 104 1.11 1.16 118 1.30 1.58 1.73 1.04 1.08 1.26
95 1.09 1,15 1.25 130 102 1.04 1.12 1.1 1.21 136 1.74 126 1.04 1.10 131
.50 1.02 103 1.05 1.05 101 1.01 1.03 1.04 1.04 1.06 1.11 1.13 101 1.02 1.06
70 1.04 107 1.11 1.12 101 1.02 1.06 1.08 1.09 115 1.26 1.31 1.02 105 1.14
.95 .50 1.08 113 122 1.26 1.02 1.04 1.11 °~ 1.16 1.19 131 163 1.80 1.04 1.09 1.28
95 1.09 1.15 1.26 1.31 1.02 1.05 1.13 1.19 1.22 138 1.80 2.05 1.05 110 1.34

SOLLSILVYLS TVENLTINONYOV JO AL4ID0S NVIANI AHL 40 TYNYNOf 09
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and

MSE (Xor)=(1~ P) G:T/llz' o . (6.3)

Consider now the Y-variate. A ratio estimator of ¥Ys bascd on
matched units is given by

V’2R=_l}éﬁi”/y’,1n 1) Ying

. — o ) L oo 0
Also since we have an estimator Xer for &g, we get another
estimator as :

7”2R= (y”‘z'"\l /E'Zn 1) yZR.
Therefore an estimator combining ¥2r' and yz2&” may be written as
Vor=W1¥ oxtWe¥',z
where w;, w, are weights which add tounity. Since y,z’ and Fone”
are biased, therefore ¥, is also biased, its relative bias being
— 1 2 "'y 2
RB (YzR)=”n—1/ Cgm—RZaz/ Cox Czu +P n’—1n Clm_Rlzxy Clmcgy

. 1 z '
- ET( Cyp—Rogy Cop Coy ):l

” ¢ N\
n’s 2
fwr | =22 €2 —Ruzy Cyy C
o [ n'ym ( 1w T T Sy

(o Ruw Con) |

n'1

—Pg 2 ( Cfm_RIZ.ﬁI Cig ng) .

nin

- nl'l ( C3,— Reay Cas ng)}:l ...(6.4)
where Lo ' G
2 2 /52
C. = qtz«/Zt
for
t==1,2; Z=Xx,y; Z=X,Y.
If we write

V,=MSE (Y'28),
Ve=MSE ("28)
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and

Vie=Cov (V’gR, vUQR):
the values of w1 which minimises MSE (¥,y) is givén by
wi=(Ve~V1y) (Vi-4-Ve—2V12)™!

and ,
MSE (yzR) (l—wl) VotwiVy, ‘ ...{6.5)

- We now also consider the n”s units drawn on the second occasion for

which y alone was observed. A combined ratio-type composite
estimator of ¥s may be written as

yecr=0V2r+(1—0) yon"y ...(6.6)
Writing , _
Va=V (Y2ny")
and since )
Cov (y2r, Yany")=0,
we get
Q=V3 [Va+(1—wy) Vatw, Vis]™t
and : .
MSE (y:cr)=(1—0) 0:,,/""2 . (6.7)
Remark 4 :
When X, is known and assuming that
m=n, n"=n'1, na=n'y
and (4.12) and writing -
Ci.=C,
for .
t=1,2; Z=X, ¥
we get :

RB (20)= 1—(1—w1)( Ci ~Ray C; cy)+"~? w1 C2 (1— Ry)

Vl—— 72 f_c’ +22 (1-2R,) C? ]

L o CZ+\" C? 2Ry, Co Cy
V2=W Yo v 1a' o ey Lz Uy

| 2 Ly S
Vl-f—“r Yz[ C, =R,y Gy («y——”) Ry C; :]

The values of w1 and Q can be readily obtained. It may be observed
that for moderately large values of Ry and R,y, the relative bias in
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Jor and consequently in y2cr may not be very large and therefore
yecr can provide a reasonably good estimate of ¥.. The mean
square error of ¥,cr can be readily obtained from (6.7). The per-
formance of ¥,cr in relation with the estimators obtained in previous
sections is possible only with the help of actual data.

SUMMARY

Use of auxiliary information has been considered in samp-
ling on successive occasions using a two-stage sampling design.
When population value of the auxiliary variate is not known, it is
first estimated by drawing a larger sample of units from the popula-
tion and the information so obtained is used to build estimators of
the main character under study. Three different estimators called
(i) a linear unbiased estimator, (i) a double sample estimator and
(iii) a ratio-type composite estimator were built and their relative
efficiencies examined.
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