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1. Introduction

In a sample survey, besides the main character under study,
information is generally available on a number of related characters
also. If the survey is of repeat nature, the information so obtained
may be utilised to improve current estimates of the character under
study. When the population values of the related characters are not
known, they may be estimated by resorting to double sampling. The
information so obtained may then be utiltised in obtaining improved
estimates of the main character under study. An illustration may be
provided by the sample surveys conducted by the Indian Agricultural
Statistics Research Institute (lASRI) for methodological investiga
tions into high yielding varieties programme wherein sampling units
have been partially matched between two consecutive seasons and
estimates ore required to be obtained of the area under high yielding
varieties of crops as well as of the crop yields.

The theory of sampling on successive occasions developed by
lessen [3], Yates [15], Patterson [6], Tikkiwal [11, 12] and others for
single stage units was extended by Kathuria [4], Singh [9], Singh and
Kathuria [10] and Tikkiwal [13] to multi-stage designs. Tikkiwal [14]
developed the theory of multi-phase samplirg on successive
occasions with partial matching of units for the main and related
characters. Sen [7], Singh and Srivastava [8] and Kathuria [5] made
use of multi-auxiliary information in obtaining improved estimates
of the population character on the current occasion.

In the present study it is assumed that the population value of
the related variate. is not known. Using a two-stage sampling
design, by adopting a suitable replacement scheme for the primary
sampling units (psu's) improved estimator of the mean of related
character has first been obtained. With further sub-sampling,
improved estimator of the mean of the main character under study
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has been obtained by utilising information available on it from the
previous occasion as well on the related variates.

We shall build (0 a hnear unbiased estimator, (ii) a double
sample estimator, and {Hi) a ratio-type composite estimator ofthe
main variate under study for sampling on two occasions andexamine
their relative efiBciencies.

2. Replacement Procedure of Samplimg Units

Consider a population II consisting of N psu's, the i"' psu
containing Mi second stage units (ssu's). On the first occasion, a
sample of npsu's is drawn on which the related variate Xis observed.
Out of these n psu's a sub-sample of«i units is drawn on which the
main variate Y is also observed. On the second occasion «i psu s
out of n drawn on the first occasion are retained and a sample of H2
units is drawn afresh on which the X variate is observed. Out of
the 111 units for Y on the first occasion, a sample ofni" units is
retained on the second occasion and a sample of na" units is drawn
afresh : these nz" units could be drawn either out of tiz units for X
on the second occasion or they could be drawn afresh from the
population. The selection of psu's in the sample is done with
probability proportional to size with replacement (ppswr) on both
the occasions, size being the number of ssu's within each psu. For
the selection of ssu's we shall follow the method due to Cochran [1]
which suggests that if the i-th psu is drawn Si times then Jjsub-sample
of size m each are drawn independently with equal probability and
without replacement from the Z® psu, each sub-sample being replaced
after it is drawn. The ppswr scheme has also been used by
Des Raj [2] for sampling, on two occasions using a single stage
sampling design. We assume that Broadly, we envisage the
following pattern of replacement of psu's in the sample ;

1st occasion

X variate XXXXXXXXX ^

Y variate XXXXXXX
V——

2nd occasion

Z variate XXXXXXX , XXXXXXXX ,
J «1 "2

y variate ZA-JT „ „ A'A-XX „
• , • Hi v.—V—^ n 2 or ,—I «2
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3. Notations

Let ztii (z=7, x) be the value of the;-th ssu in the f-th psu and
Zf (Z=F, X) the population mean on the /-th occasion. Let Pi be
the probability ofselecting the i-th psu such that

N N

2] ^1 =1and let Mo=
f=I '=1

Mi

Let 4,--
y=i

be the variance between ssu's in the j-th psu of the population. Also
let

2 ^ V^tzw U Mo^Pi Vm Mi
»=1

2

''izl

2

"it'zuh

(=1

Mi

S (2.„-z«) Wi).

N

2 yi M^i f 1 _ 1 \ y2 _
- L m Mi J """"

1=1

(=1

2 a I a

I ' 2,2
litt "u ^it'zuw

— °'tvzu
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for all

z, u=y, X

and

Z, U=Y, X

and for

t, ?• = ], 2

when

zi^U'=y, X
and

Z^U=Y, X.

4. Linear Unbiased Estimator of Means of X and Y Variates

Consider first the x-variate. Let x^ '̂, X2„i' and
the sample means on first and second occasions based on ni'm and
«2 m units respectively and let xm be thesample mean based on nm
units on the^ first occasion. A minimum variance linear unbiased
estimatorof Za, the population msan of X on the second occasion
may be written as

n 1 ~i ^= »2«i'+i?12a, V (Xln-Xln '̂) +il~^^)xzn2' ...(4.1)

where

...(4.2)

Rtt'zu is written as Ru'z when z—u and Rtzu when t=t'. Consi
der now the y-variate. Let and yi.g", y2n2" denote the
sample means based on m" m, itz'm units on first and second
occasions respectively. We write a linear estimator of F2, the
population mean of Y on the second occasion as

j/2=a (2/,,,/-yin/)+e y,„^"+(i-e) y2nz"+g[h-x2„ '̂ ] ...(4.3) .
The conditions for yz to have minimum variance are

Cov (i?.,, y,„i")=Cov {yz, y^„^") ... (4.4)
Cov iy^, y2„/')=Cov (2/2, y^n^:) ...(4.5)

Cov (Pa, i2) =Cov(pa,5?2„2') ...(4.6)
Two cases arise ; namely, (I) when u\ psu's for y on the second
occasion are drawn out of n'z units for Xand (II) when they are
drawn independently from the population,
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Case I: n"2 units for y sub-sampled out of n'a units for sr.
On simplifying equations (4.4) to (4.6) we get the values of a, e and
g as

a=—e[n"z Rizi/ ...(4.7)

e=r^7 'kx Rixu (Rixv— )
n/Xg rin \ ''

n'= \2*1-1

—^Ri2xRizxyj •••(4.8)

«i' p. (: 1 \

^1«1
mi

/'2 -^2®

»1

m"

-( •^2a!y -'̂ lair Rl^xy )]
i Kl Ml / T Wg ^
L nni" na" \ : nx^

R̂zxy R^^x Ritxv^ ...(4,9)

The estimator (4.3) takes the form

; p2=e \%n{ +{Ri2V °'2!//oiv) (yi«i ~y^ »3)]-f-(l - e)

y3«"2+^ (^2-fAJa /Ig) ...(4.10)

and

V(</2)=Cov (ya! y2«"2)

=(l-e)ol^j n\-g <f)x Riiv ozylii'i - ...(4.11)

When Xand y are observed on the same set of units on both the
occasions i.e.

when

ni=n, «"i=ni

and
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and if further it is assumed that

such that

for all

and

for

for

°2(« ' ~ "L

2,2 2

'=1, 2 ; z^y, X

2—u~y,x

Z9^u=x,y

then a, e and g simplify to the following form :

a-=—en\ R^jn

where

<f>z=nn\ (n,-?r'l Rl j"'
The estimator becomes

y2=e[^ y^n'i+Rv CPin^ -yi„\ y
+(l-e) j ...(4.16)

and

yiy2)=0-e-g' 4>t R^,) oljn',

...(4.12)

...(4.13)

.(4.17)
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where

Remark 1 : When is known, we get

and

55

Writing

H=«'2/«, l=n\ln

such that

(x+X=l,

the optimum proportion of units to be replaced from first occasion
to the second is given by

...(4.18)
and the minimum, variance is

(j/2)=(l-Rl-i^o Rl )( l-Rl-y-l Rl al In
+Xo (Xo < Rl ( \-Rly-lil R] )~'a» a./n ...(4.19)

If there had been no auxiliary information, Rxy=Q and the results of
the univariate case follow. It may be verified that with auxiliary
information, the optimum replacement fraction and the precision of
the estimator are higher than the corresponding values if there were
no auxiliary information,

1

Case 11: ri'z units for drawn independently from the population.
In this case

Cov

and consequently

Cov (y2«2",:l2)=0.
The values of e and g (herein callcd ei and gi) become

i_SC_ /?2 ^ j,

(119 \2V1Rz^y RlZ^y Ri2x j ...(4.20)
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and

g-1
^_Jh. ^

ni 02®
R2%V~

^'2 \
— RliX Rl2tV 1

r"if i_/?2
jr,V ^

( ti'z Y~
I R^xt —•^12aj ^l2«H 1 ., (4.21)

It may be observed from (4.21) that so long as x and j are positively
correlated, gi will generally be negative.

Assuming equality of sample sizes for jc and and (4.12) we
have

(-^ "OT

and

K(y2)=(l-ei) a^/«2'.

...(4.22)

'"-'k T. '>"( 1-4- )[s( '--S- )
...(4.23)

...(4.24)

Remark 2 : When Z2 is known and writing [L^n^'ln, jn we
get

and

and

= Rly+Rl
-1

S1=-V-{r„ ^)[ 1-C'( B-l, +k;
^1-V !-(<+«'(i03« = Ky+K

Von in) -- ^1+V )\<h-

-1

For the univariate case and for single stage sampling when Pi's are
all equal Rx^ and R, become the population correlation coefficients
pa;„ and p„ and therefore

- A i ^ i I U % '£t t £, ^
^opi = 1-(pL +Pa ) 2 , 2

9xv + Pb .. (4.25)



DOUBLE SAMPLING ON SUCCESSIVE OCCASIONS 57

and

Kr,t (^2)== 'i+V ). < '̂/2n ...(4.26)

This corresponds to the well known case of sampling on two

occasions except that is replaced by ^ ^ Therefore higher
correlations between X and Y will result in greater precision of the
estimator.

5. Double Sample Estimator of y on Both Occasions

In Section 4 we built the estimator j'2 without giving regard to
the fact that the «i units for v on the first occasion were taken as a
sub-sample of the n units for x on that occasion, so that any correla
tion between x and y on the first occasion was not taken care of. In
this section, we first propose to build a double sample estimator of
on the first occasion and then a double sample estimator for y on the
second occasion by taking into account the matched and unmatched
units for x and y on both the occasions.

An improved estimator of f 1, the population mean on the first
occasion may be written as

j ...(5.1)
wherey^i, are the sample means based on m psu's on the first
occasion on which both x and y were observed and is the sample
mean based on n psu's on which x alone was observed and b' is an

.As

unknown quantity. It may be seen that yi is a biased estimator of
f 1, the bias in being given by [Cov (b', Si„)-Cov (b',Ti„^)]
which will be neglegible if n is sufficiently large. The value of b'
obtained by minimising the variance of yi is given by

b=[Co\ )-CoV fy.mi, «,n)][F {Xlni )-V (Sln)r^

= Riir»

and

Based on matched units for y, an estimator of may be written as

?2=j/an''i+5 V̂i—yin"i ) ,..(5.3)
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Assuming B to be an unicnown constant, its value obtained by
minimising V (z-a) is given by.

By taking into account the correlation of y with x variate, an
overall estimator of fi. may be wtitten as

J2d=«l22 +(1 —ai) J'aV' Pi ...(5.5)

We shall assume that the ri'zunits for y on the second occasion are
drawn independently from the population, corresponding to case (11)
of section 4. The values of ai and Pi obtained by minimising
V (y2d) are given by

1 „2 r Hi a _ q2 ( /_j_ 1 \n"a 2!/[_ ny ^ J^n"i m)

-{-ir" "S") ^
12"

i?12» Iil2xV •

O « 2Pl=
L " 1

...(5.6)

V «i n )
Rixv ^2v

p R\xyR\2v RlZx Rl2xy ...(5.7)

Under the assumption of (4.12), the values of ai, Pi simplify to

ai =

-(A——fT', \ n'l n ) ®) J

ii= --„% . (J!„ «,/».)

V « 1 rt )

.(5.8)

.(5.9)
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IThe estimator 72(2 takes the form

y2<i=ai 'Zi-n"2 {RxyOylq^) I—

\ni n )
and its variance is given by

V (y'2d)=(l-ai)

P=^ol

U^=X2lXi

^•^2 ^2n'2

Ul 2

"ix

.(5.10)

...(5.11)

We work out' the relative efficiency of yu in relation to y2 for
different values of ri'ilm, n'zin, R^, Ry and Rx^ and is given in
Table I. In order not to involve the ratios of the type n"zln'i we
degress from the assumption of equality of sample sizes for x andy
made earlier and only assume that n'i=ni. As would be seen
from Table 1 that 72,1 is more efficient than yi for different values of
the paramelei s involved. The relative efficiency increases rapidly as
Ry increases and with increase in R^y for higher values of R^.

Remark 3 :

When Xi and X2 are known, we get y2<?, \iopt and (y2d)
equal to corresponding values of section 4, case II.

6. Ratio-type Composite Estimators of Means of x and y
Variates

. We shall first obtain a ratio-type composite estimator for X2
and utilise this estimator to obtain a ratio-type composite estimator
for Tz. We assume that n"^ units forj* on second occasion are drawn
independently from the population, corresponding to case II of
section 4. '

A ratio-type estimator of may be written as

Z2J!=P2*+ (1-P)*V2
where

It may easily be seen that X^r is a biased estimator of 2z, its relative
bias being

RB(X2r)= P oljxl -Ri,, ^MjX.X^^
where P obtained by minimising MSE is given by

2n'
•U^RvixCU 0'2.t

-1
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and

MSE {X'zr)={\ ~ P) .. (6.3)

Consider now the F-variate. A ratio estimator of T2 based on

matched units is given by

Y'2R=y2nl"ly"ln ,) Jmi

Also since we have an estimator X2R for X2, we get another
estimator as

y"2R= (y"2ni Ix'in i) X^R-

Therefore an estimator combining Y2r' and Y2r" may be written as

Y2R=^i^y\R+^^y'2R

wliere w^, Wj are weights wliich add to unity. Since yj/?'and yj/,'
are biased, therefore y^r is also biased, its relative bias being

RB (y2J?)=-^( cl-R^^v C2. Qb)+p )
— C2x Czy ^

—^[cl-R2,yC2.C2,^

-p\-^{cI-Ri2.uCuC2,^^

- Cl-R2^y C2> C2, )j] ...(6.4)
where

for

(=1,2; Z-x,y, Z=X,Y.

If we write

Vi=MSE (y'2B),

V2=MSE{y"2r)
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and

Kia=Cov(r,^,y"2^),

the values of wi which minimises MSE is given by

wi= {V2- Vu) (Fi + Fa- 2Fia)-^
and

MSE(y^j,)^(l-wi)V2 + wiVi^ ...(6.5)

We now also consider the n"2 units drawn on the second occasion for

which y alone was observed. A combined ratio-type composite
estimator of Tz may be written as

j2CiJ= gy2i?+(l-0 J2n"2 ...(6.6)
Writing

and since

we get .

and

V3=Viy2„/)

Cov (y2/e, yan2'')=0,

Q=y3[V3+(l-wi) Fa+w, Fi2]-i

MSE(y,cR)^(l-Q)alln\
Remark 4 :

When is known and assuming that
ni=u, m"=n'i, n\^^n'z

and (4.12) and writing
Ctz=Cz

for

<=I, 2; z=x,y

we get

...(6.7)

RB (y2K)= ;^(l-vvi)( cl ~R,y C. cM-^ wi cl (1- Py)
«i \ J ni n "

y2 [ C. c.
•Rjy Cx Cy- RyCl

The values of wi and Q cnn be readily obtained. It may be observed
that for moderately large values ofand the relative bias in
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yzR and consequently in yacR niay not be very large and therefore
yzcR can provide a reasonably good estimate of T2. The mean
square error of yaCB can be readily obtained from (6.7). The per
formance of Yaci! in relation with the estimators obtained in previous
sections is possible only with the help of actual data.

Summary

Use of auxiliary information has been considered in samp
ling on successive occasions using a two-stage sampling design.
When population value of the auxiliary variate is not known, it is
first estimated by drawing a larger sample of units from the popula
tion and the information so obtained is used to build estimators of
the main character under study. Three different estimators called
(0 a linear unbiased estimator, (ii) a double sample estimator and
(Hi) a ratio-type composite estimator were built and their relative
efficiencies examined.
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